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ABSTRACT — Drug-induced phospholipidosis (DIPL) is linked to various toxicities, including hepato-
toxicity, making it a critical screening factor in the early stages of drug discovery. Several models based 
on chemical structures have been constructed to predict compounds with DIPL potential. However, most 
of these models only classify results as inducers or non-inducers, without identifying the specific sub-
structures responsible for positive outcomes. To address this limitation, we constructed an artificial intelli-
gence (AI) model to predict compounds with DIPL potential and visualize structural alerts. The proposed 
model was constructed using kMoL, an open-source software library that employs a graph neural network 
approach to learn from chemical structural data. We employed the bagging method, resulting in a mod-
el with a high predictive performance. The model attained an F1 score of 0.796 on the external test set. 
In addition, we used the integrated gradient method to visualize the substructures that contributed to posi-
tive predictions. When applying the method to compounds that experimentally conducted structure-activ-
ity relationship investigations, the proposed AI model accurately predicted DIPL potential, demonstrating 
its practical utility in early-stage drug discovery. By predicting DIPL based on the chemical structure of 
compounds, the proposed model can aid in the screening for DIPL, potentially improving the safety pro-
file of new drug candidates.
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INTRODUCTION

Drug-induced phospholipidosis (DIPL) frequently pos-
es a significant challenge in drug development because of 
its substantial impact on the safety profile of pharmaceu-
tical compounds. DIPL is characterized by the abnormal 

accumulation of phospholipids, predominantly within lys-
osomes, potentially resulting in toxicity in major organs 
such as the liver, kidneys, and lungs, thereby compro-
mising the long-term administration of the drug. Conse-
quently, compounds with a high risk of DIPL are often 
terminated early in clinical trials. The spectrum of drugs 
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capable of inducing phospholipidosis is remarkably 
diverse and includes antibiotics, antidepressants, antipsy-
chotics, antimalarials, and antiarrhythmics (Anderson and 
Borlak, 2006).

Several studies have investigated the mechanisms 
underlying DIPL (Hostetler and Matsuzawa, 1981;  
Mingeot-Leclercq et al., 1995; Sawada et al., 2005; 
Lowe et al., 2012). It is primarily believed that cation-
ic amphiphilic drugs (CADs) induce DIPL by binding to 
phospholipids within lysosomes, thereby inhibiting their 
metabolism (Halliwell, 1997). Specifically, certain drugs 
readily pass through the lysosomal membrane and bind 
to phospholipids to form complexes (Joshi et al., 1988). 
These complexes accumulate reversibly within the lys-
osomes and are observed as lamellar bodies. In addi-
tion, CADs inhibit phospholipase activity, prevent phos-
pholipid breakdown, and result in abnormal accumulation 
(Hostetler and Matsuzawa, 1981). Phospholipase interacts 
with negatively charged phospholipids in lysosomes, and 
its activity increases with increasing membrane negative 
charge. CADs bind to these membrane lipids, neutralizing 
their negative charge, and inhibiting phospholipase activi-
ty (Mingeot-Leclercq et al., 1995). Furthermore, there are 
reports that CADs can expand lysosomal volume (Funk 
and Krise, 2012). Although these complex interactions 
are being clarified, they do not explain DIPL, and a clear 
mechanism remains to be determined.

Current methods for screening DIPL potential are 
widely employed in in vitro assays. These assays primar-
ily utilize cell culture systems, including human hepato-
cytes (Shahane et al., 2014) and animal-derived cell lines 
(Kasahara et al., 2006), enabling the efficient screening of 
potential DIPL risks associated with drug candidates. In 
these tests, cells are exposed to various concentrations of 
the drug for a specified period (typically 24–72 hr), and 
the accumulation of intracellular phospholipids is meas-
ured to assess the risk of DIPL. Although definitive diag-
nosis involves observing the formation of lamellar bod-
ies within cells using electron microscopy, this method 
is time-consuming and labor-intensive. Consequently, 
several in vitro assays employ fluorescent staining tech-
niques. For instance, fluorescent dyes, such as Lipid-
TOX Green or Nile Red, are used in conjunction with 
flow cytometry or fluorescence microscopy to quantita-
tively evaluate phospholipid accumulation. This approach 
allows for early and efficient detection of the potential of 
a drug to induce phospholipidosis. Furthermore, recent 
developments in high-content screening technologies 
have enabled simultaneous evaluation of several com-
pounds, thereby enhancing the efficiency of DIPL risk 
assessment in the early stages of drug discovery.

In silico methods play a crucial role in evaluating 
DIPL potential. Notably, quantitative structure-activ-
ity relationship (QSAR) models (Orogo et al., 2012;  
Kruhlak et al., 2008), classifications based on physic-
ochemical properties (Ploemen et al., 2004; Tomizawa 
et al., 2006; Pelletier et al., 2007; Hanumegowda et al., 
2010), and model construction using molecular descrip-
tors (Sun et al., 2012; Przybylak and Cronin, 2011) have 
gained widespread recognition. These models initial-
ly relied on small datasets and limited physicochemical 
properties for classification. Recent advancements have 
led to the use of large-scale datasets and sophisticated 
machine learning algorithms such as random forests and 
support vector machines, enabling a more precise analy-
sis of the relationship between compounds and phospho-
lipidosis (Lowe et al., 2010; Lowe et al., 2012; Nath and 
Sahu, 2019). This progression has significantly improved 
our understanding of complex structure-activity relation-
ship (SAR). However, a more accurate model for predict-
ing phospholipidosis is yet to be developed. Therefore, 
we constructed a predictive model for phospholipidosis 
using artificial intelligence (AI).

In recent years, AI techniques based on deep learn-
ing have been applied in toxicology research. One nota-
ble method is a graph neural network (GNN), which 
learns the latent representations of graph nodes (Kipf and  
Welling, 2016; Wu et al., 2019; Morris et al., 2019; Li et 
al., 2020; Brody et al., 2021). Traditional models for pre-
dicting toxicity use molecular descriptors derived from 
a chemical structure representation format, such as the 
simplified molecular input line entry system (SMILES), 
which represents chemical structures with alphanumer-
ic strings. These conventional models rely on different 
methods to calculate the molecular descriptors, poten-
tially introducing biases that depend on the chosen meth-
od. In contrast, GNNs can directly learn from the chemi-
cal structure without converting it into other forms, such 
as descriptors, thereby reducing the biases related to 
descriptor calculation. Moreover, the integrated gradient 
(IG) technique (Sundararajan et al., 2017) can be used to 
visualize the basis for prediction, addressing a key chal-
lenge in AI-based predictive model development. The 
kMoL software package (https://github.com/elix-tech/
kmol), which integrates both GNN and IG functions, was 
employed to construct the proposed AI model for predict-
ing DIPL. This software was based on the kGCN frame-
work from a previous study (Kojima et al., 2020) and was 
developed by Kojima and Okuno of Kyoto University 
and Elix Corporation.

One of the challenges in developing toxicity prediction 
models is achieving a high predictive performance. In this 
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study, the accuracy was initially insufficient. Therefore, 
we employed the bagging method to enhance the predic-
tive capabilities of the model (Breiman, 1996). The bag-
ging method is an ensemble learning technique in which 
multiple models are trained on different resampled sub-
sets of the data and their predictions are aggregat-
ed through averaging or majority voting. This approach 
resulted in significant improvements in model stabili-
ty and robustness, reduced overfitting, and enhanced the 
ability of the model to generalize. This study demon-
strates that the bagging method effectively boosts the per-
formance of the AI model in DIPL potential prediction.

We created an AI model based on a GNN to predict 
the DIPL potential using kMoL. The proposed mod-
el not only identified toxicity but also visualized sub-
structures potentially linked to DIPL and assessed their 
impact using the IG method. This AI model was devel-
oped through a collaborative research project between the 
industry and academia. This project aimed to create cut-
ting-edge AI systems to enhance early-stage drug discov-
ery by leveraging recent significant advancements in AI. 
The developed model is incorporated into the AI system 
of the project for practical use. In this paper, we present 
our findings and discuss the benefits of the proposed AI 
model.

MATERIALS AND METHODS

Data preparation
The data sources and number of compounds used in 

the construction of the AI model for predicting DIPL 
potential are listed in Table 1 (Shahane et al., 2014; 
Fusani et al., 2017; Przybylak et al., 2014). Compounds 
that induced phospholipid accumulation were labeled as 

positive, whereas those that did not induce phospholip-
id accumulation were labeled as negative. When a mol-
ecule had multiple fragments, the ‘parent’  molecule was 
used, and SMILES with multiple labels were excluded 
to ensure each SMILES was uniquely labeled. SMILES 
were standardized using the MELLODDY-TUNER pipe-
line standardization tool (Heyndrickx et al., 2024). After 
removing duplicate data, 690 positive compound data 
points and 1,556 negative compound data points were 
collected. Additionally, 13 compounds were obtained as 
more recent data from two literature sources (Sakai et al., 
2020; Hu et al., 2023). Of these, the data from the for-
mer literature consists of three compounds, including a 
lead compound that initially demonstrated phospholipido-
sis-inducing potential, along with two derivatives devel-
oped through SAR optimization. The data from the lat-
ter literature comprise molecular pairs, known as matched 
molecular pairs (MMPs), in which only a single structur-
al segment is modified. From this group, 10 compounds, 
including five pairs confirmed to have the potential to 
induce phospholipidosis, were selected. These 13 com-
pounds were collected after model construction, standard-
ized using the same methodology, and used in this study.

Visualization of the chemical space
SMILES data for pharmaceuticals were sourced from 

https://open.fda.gov/apis/drug/ndc/download/. A total of 
56,651 records from the “HUMAN OTC DRUG” cat-
egory and 52,198 from the “HUMAN PRESCRIPTION 
DRUG” category were used to extract information from 
the “active_ingredients” field. After deduplication, 2,826 
distinct active ingredient entries were obtained. Drug 
SMILES were retrieved via PubChem and standardized 
using the ChEMBL structure pipeline. Chemical space 

Table 1.   Source of the data sets for training and evaluation.
Article Author Content
Detection of Phospholipidosis Induction:  
A Cell-Based Assay in High-Throughput  
and High-Content Format

Shahane S. A., et al.
Cell-based phospholipidosis assay using LipidTOX Red reagent
Positive compound data: 108
Negative compound data: 0

Predicting the Risk of Phospholipidosis  
with in Silico Models and an Image-Based  
in Vitro Screen

Fusani L., et al.
HTS (high-throughput screening)
Positive compound data: 497
Negative compound data: 1,223

How Does the Quality of Phospholipidosis 
Data Influence the Predictivity of Structural 
Alerts?

Przybylak K. R., et al.
Data from databases and literature
Positive compound data: 442
Negative compound data: 810

Total amount
Positive compound data: 690
Negative compound data: 1,556
Total: 2,246
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visualizations were generated using ChemPlot (Cihan 
Sorkun et al., 2022) and uniform manifold approximation 
and projection (UMAP) methods (McInnes et al., 2018). 
UMAP enables high-dimensional data to be projected 
onto lower dimensions, facilitating the visualization of 
relationships among the data.

Computational resources for model construction
The model was constructed on a desktop computer 

equipped with an AMD EPYC 7542 (2.90GHz) and 128 
GB RAM. For model training, we utilized NVIDIA RTX 
A6000 and Quadro RTX 8000 GPUs under CUDA 11.7 
and PyTorch 1.13.1. Training, including a hyperparame-
ter search for a single model, required an average of 3 hr, 
and the total process consumed approximately 25 hr.

Deep learning software package
The AI models were constructed using kMoL version 

1.1.9 (https://github.com/elix-tech/kmol) and ChemPlot 
1.2.0 (https://chemplot.readthedocs.io/en/latest/).

AI model construction
The AI model was constructed using a GNN approach 

with two methods: one used the entire dataset, while the 
other applied a bagging technique by splitting the data-
set into subsets. In both the cases, the same external test 
data were first separated from the dataset. For the meth-
od without splitting, the remaining data were divided 

into training, validation, and internal test sets in an 8:1:1 
ratio through random sampling. Next, the hyperparam-
eters were tuned using the training and validation sets 
with 10-fold cross-validation. A hyperparameter search 
for optimization was performed using the tree-struc-
tured Parzen estimator algorithm implemented in Optuna  
(Akiba et al., 2019). The AdaBelief (Zhuang et al., 2020) 
optimizer was used for model training. In the splitting 
method, this process was repeated seven times with dif-
ferent random seeds, resulting in seven distinct sub-AI 
models. Finally, each sub-AI model and the model con-
structed through bagging were evaluated using the F1 
score of the prediction for each external dataset (Fig. 1). 
This procedure is described in detail below.

1.  Data partitioning: From all data, 50 positive and 50 
negative data points were randomly sampled and 
assigned to the external test set. The remaining data 
were used to train each AI model.

2.  Creation of sub-datasets: The sub-datasets were 
designed to minimize data overlap between subsets 
while ensuring that more than seven subsets were 
generated from 640 positive and 1506 negative sam-
ples, with an adjusted proportion of positive to neg-
ative samples. Consequently, seven subsets were 
created, each containing 200 positive and 308 nega-
tive samples, maintaining a consistent proportion for 
training.

3.  Sub-dataset split: Each training dataset was split 

Fig. 1.  Schema of data partitioning and AI model construction. Detailed information is provided in the Methods section.
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into training, validation, and internal test sets in a 
ratio of 8:1:1.

4.  Sub-AI model training: The models were trained 
using the training sets and their hyperparameters 
were tuned using 10-fold cross-validation.

5.  Validation of the sub-AI models: The discriminant 
performance of the sub-models was evaluated using 
a validation set.

6.  Models were selected for internal testing using the 
F1 score as an indicator and the top 10 models were 
selected to increase the F1 score.

7.  Internal testing: An internal test set was evaluated 
on 10 selected models.

8.  Determination of the best sub-AI model: The mod-
el with the highest F1 score was selected for inter-
nal testing.

9.  Final validation of the AI model: The discriminant 
performance of the AI model, consisting of seven 
sub-models, was evaluated using an external test set.

Evaluation of predictive performance
The metrics used in the present study were as follows.

F1 score =
precision × recall

1/2 × (precision + recall)

 

Precision = 
true positive

 true positive + false positive

Recall (true positive rate) =
true positive

true positive + false negative

Accuracy =
true positive + true negative

true positive + true negative + false positive + false negative

 
 

RESULTS

Comparing chemical spaces of compounds for 
AI model and pharmaceuticals

We assessed the chemical space of the compounds 
within the dataset for the AI model construction and com-

Fig. 2.  Comparison of chemical spaces of compounds in the study dataset and pharmaceuticals. Orange represents compounds 
positive for drug-induced phospholipidosis, blue indicates compounds negative for drug-induced phospholipidosis, and red 
indicates pharmaceuticals.
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pared it with that of pharmaceuticals currently marketed 
in the United States. Figure 2 shows the chemical spac-
es for both dataset compounds and pharmaceuticals. The 
chemical space of the dataset largely overlapped with that 
of pharmaceuticals.

Performance of AI models
A model constructed using the no-bagging method and 

evaluated on the external test set yielded an F1 score of 
0.736, which did not indicate adequate prediction per-
formance (Table 2). The AI model constructed using the 
bagging method achieved an F1 score of 0.796 on the 
external test set (Table 2). Each of the seven sub-models 
was evaluated on an external test set, yielding an aver-
age F1 score of 0.718 with a standard deviation of 0.056  

(Fig. 3). The best-performing sub-model achieved an 
F1 score of 0.792 (Table 2). The predictive performance 
of the AI model was improved by applying the bagging 
method, highlighting the effectiveness of the ensemble 
approach.

Prediction of SAR examples and MMPS
Using the AI model, the lead compound SUN13837 

in the SAR examples (Sakai et al., 2020) was predict-
ed to be positive, with five out of seven sub-models indi-
cating positivity (Table 3). In contrast, compounds 6 and 
17, which were designed to reduce the risk of phospho-
lipidosis, were correctly predicted as negative. The three 
compounds, SUN13837 and its derivatives, are visualized 
in Fig. 4. Thus, the proposed AI model demonstrates its 

Table 2.   Performance of sub-models through the model construction phase and the performance of the bagging model.
External test set Internal test set Training set

Sub-model 
number

F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1 Accuracy Precision Recall

1 0.747 0.770 0.680 0.829 0.744 0.784 0.696 0.800 0.829 0.863 0.810 0.850
2 0.692 0.680 0.720 0.667 0.783 0.804 0.692 0.900 0.844 0.863 0.760 0.950
3 0.792 0.800 0.760 0.826 0.722 0.804 0.813 0.650 0.833 0.882 0.938 0.750
4 0.772 0.770 0.780 0.765 0.667 0.706 0.600 0.750 0.905 0.922 0.864 0.950
5 0.643 0.700 0.540 0.794 0.737 0.804 0.778 0.700 0.865 0.902 0.941 0.800
6 0.722 0.730 0.700 0.745 0.667 0.706 0.600 0.750 0.810 0.843 0.773 0.850
7 0.660 0.670 0.640 0.681 0.789 0.843 0.833 0.750 0.829 0.863 0.810 0.850
Bagging 0.796 0.800 0.780 0.813 n/a n/a n/a n/a n/a n/a n/a n/a
No bagging 0.736 0.770 0.640 0.865 0.639 0.795 0.672 0.610 0.760 0.856 0.754 0.766

Fig. 3.  F1 Score distributions of sub-AI models in training, internal, and external test sets. The average F1 score for the external 
test, internal test, and the training set is 0.718, 0.730, and 0.845, respectively.
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Table 3.   Prediction results of 13 compounds of SAR examples and MMPs data.
Compound name Label Voting number Predicted label Category Reference
SUN13837 pos 5 pos tp

Sakai et al., 2020Compound_6 neg 3 neg tn
Compound_17 neg 3 neg tn
MS023 pos 6 pos tp

Hu et al., 2023

MS094 neg 5 pos fp
PPTN pos 6 pos tp
PPTN-NC neg 7 pos fp
TP-472 pos 4 pos tp
TP-472N neg 5 pos fp
TP-064 pos 7 pos tp
TP-064N pos 7 pos tp
SGC3027N pos 4 pos tp
SGC3027 neg 3 neg tn

Fig. 4.  Visualization results of a) SUN13837: phospholipidosis inducer, b) compound 6: phospholipidosis non-inducer, and c) com-
pound 17: phospholipidosis non-inducer. All of them are visualized using sub-model 3, which correctly predicted all of 
them. The red rectangles from the left indicate: a) amino-dimethyl-pyrimidine moiety, benzyl group, b) difluoro-cyclopro-
pyl group, and c) chloro-pyridazine moiety, difluoro-cyclopropyl group. In the structure, red indicates substructures contrib-
uting to a positive decision. The more intense the color, the higher the contribution.

Fig. 5.  Visualization results of a) SGC3027N: phospholipidosis inducer and b) SGC3027: phospholipidosis non-inducer. The red 
rectangles highlight the regions of the chemical structures that differ from one another.
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robustness and applicability in a practical structural opti-
mization context.

The next example is MMPs, which are pairs of chem-
ical compounds that differ by a single structural modifi-
cation (Griffen et al., 2011). Five pairs were used in this 
trial, including one positive pair. Of these five pairs, two 
were correctly predicted by both the compounds, whereas 
the remaining three were correctly predicted by only one 
compound in each pair. One of the MMP pairs shown in 
Fig. 5 is SGC3027N and SGC3027; in vitro experiments 
have shown that SGC3027N is a phospholipidosis induc-
er, whereas SGC3027 is a phospholipidosis non-inducer 
(Hu et al., 2023). Although these two compounds have 
similar physicochemical properties, including pKa and 
cLogP, only SGC3027N exhibited this induction capabil-
ity. When similar compounds were predicted using this 
prediction tool, SGC3027N was predicted to be positive 
by a majority of four votes and SGC3027 was predicted 
to be negative by less than half (three votes). Both predic-
tions accurately matched the experimental results.

The prediction results for the 13 compounds from 
these two sets are summarized in Table 3. The number 
of compounds correctly predicted as positive and nega-
tive, consistent with the experimental results, were sev-
en out of seven and three out of six, respectively. Based 
on these results, the evaluation metric F1 score for the 13 
compounds was calculated as 0.800.

DISCUSSION

The proposed AI model was constructed using an 
ensemble learning approach, in which the dataset was 
divided into subsets. In this method, the final decision is 
made by a majority vote of the multiple sub-models. For 
model development, the training set was split into seven 
subsets to ensure minimal overlap. This approach enabled 
the construction of a DIPL potential prediction AI model 
with a high discriminative performance, achieving an F1 
score of 0.796. In contrast, the model without the bagging 
method evaluated on the same external test set yielded an 
F1 score of 0.736 (Table 2). The results demonstrated the 
effectiveness of ensemble learning in improving the pre-
dictive accuracy of the AI model.

The evaluation metrics for the AI model using 13 com-
pounds related to the SAR examples and matched molec-
ular pairs yielded an F1 score of 0.800. These 13 data 
points possess certain challenging features for predic-
tion. For instance, the first dataset includes SUN13837, 
whose hydrolyzed metabolites induce phospholipido-
sis. Remarkably, the AI model successfully predicted the 
potential of the metabolites to induce phospholipidosis 

based on the chemical structure of the parent compound. 
Thus, even without predicting the chemical structures of 
the metabolites, the AI model has shown the potential to 
predict the induction of phospholipidosis by the metabo-
lites.

Figure 4 presents visualizations of how the AI mod-
el evaluated SUN13837 and its derivatives, compounds 
6 and 17. Compound 6 is a derivative in which the ben-
zyl group of SUN13837, which originally exhibited 
DIPL-inducing activity, was replaced with a difluoro-
cyclopropyl group, resulting in the loss of DIPL-induc-
ing activity. Compound 17 was developed by substitut-
ing the amino-dimethyl-pyrimidine moiety in compound 
6 with a chloropyridazine moiety, thereby improving its 
pharmacokinetic properties while maintaining the loss of 
DIPL-inducing activity (Sakai et al., 2020). The AI mod-
el correctly predicted that SUN13837 is DIPL-positive, 
whereas compounds 6 and 17 are both DIPL-negative. 
The visualizations in Fig. 4 confirm that the AI recog-
nized the benzyl group of SUN13837 as a strong con-
tributor to DIPL activity. In compound 6, AI also identi-
fied fluorine atoms in the substituted difluorocyclopropyl 
group, contributing to the loss of DIPL activity. For com-
pound 17, the AI model determined that substitution with 
a chloropyridazine moiety did not result in significant 
changes in its contribution to DIPL activity. Therefore, 
the proposed AI model demonstrated its ability to accu-
rately show structural alerts associated with DIPL.

In the second dataset, MMPs consisted of pairs of 
chemical compounds that differed only by a single struc-
tural segment modification. In addition, the pairs were 
not only structurally similar but also similar in their pKa  
(a measure of ionization) and cLogP values (a measure of 
hydrophobicity). Therefore, even if the properties embed-
ded within the chemical structures can be calculated, pre-
dictions must be made based primarily on structural dif-
ferences. In this trial, five pairs were used (one positive 
pair); however, only two of the five pairs were correct-
ly predicted. Figure 5 illustrates one of the correctly pre-
dicted pairs. When focusing on the differences between 
the two compounds, the positive compound, SGC3027N, 
contributed positively, as indicated by the red regions, 
whereas the negative compound, SGC3027, contribut-
ed more strongly in the negative direction, as shown by 
the blue regions. Although there is room for improvement 
in terms of predicting subtle structural changes, a certain 
degree of prediction performance has been confirmed.

We aimed to develop an AI model suitable for drug 
safety evaluation. Consequently, the predictive capabili-
ty of the proposed AI model encompassed the chemical 
space pertinent to pharmaceuticals. A comparative anal-
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ysis demonstrated that the chemical space of our dataset 
used to construct the AI model largely overlapped with 
the pharmaceutical chemical space (Fig. 2). However, as 
the pharmaceutical chemical space continues to expand, 
it is essential to update models using new datasets. Addi-
tionally, the predictive performance of the proposed AI 
models might not be optimal when applied to detailed 
SAR studies of specific chemical structures. Further train-
ing with datasets containing similar compounds may be 
required to enhance the predictive accuracy in such cases.

We developed an AI model to predict DIPL, achiev-
ing high predictive accuracy by integrating a GNN with 
bagging methods. DIPL potential is a critical parameter in 
the drug discovery phase, making the proposed AI mod-
el a valuable tool for the selection and prioritization of 
drug candidates. In addition, the proposed model is nota-
ble for its ability to visualize structural alerts and pre-
dict DIPL. This feature is particularly beneficial for mod-
ifying chemical structures to reduce the risk of inducing 
phospholipidosis.
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